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Abstract. The information used in geographic information system (GIS) and in spatial data is represented by digital vector maps, which are expensive to produce, but easy to copy. Watermarks have been used for a long time in other digital media for both authentication and tracing. This work presents a new method for embedding watermarks, in the form of a bitmap image, into digital vector maps. The detection of the watermark is accomplished by extracting the embedded image and comparing it with the original one.

1. Introduction

Vector maps represent images using geometric structures like points and circles. They are used in geographic databases for a large variety of ends and services. It is important to counter illegal copying and distribution of these digital contents because they are expensive to produce, but easy to copy. Watermarks have been used for a long time in other digital media (like audio, video and bitmap images) for authentication or tracing. In recent years, however, watermarking vector maps has received more attention, especially due to the popularity of geographic information systems (GIS) and spatial data on the Web.

Usually the methods for watermarking vector maps use the map’s objects’ coordinates as the basic parameters to embed the watermark, which may result in changes on the vector map. As seen in [Sion 2002], attacks that change the watermark significantly also may change the vector map. This is a big issue in commercial vector maps that usually have a tolerable maximum error, a measure of its trustworthiness.

Most methods, like [Ohbuchi et al. 2003b], [Ohbuchi et al. 2003a] and [Voigt et al. 2004], only cover similarity transformations attacks, ignoring more complex attacks like data changes and projection systems. Moreover, changes on the objects’ topology when the watermark is embedded are also ignored. The embedding algorithm must maintain objects’ properties like area, size, shape and connectivity. In [Shao et al. 2005] and [Ohbuchi and Masuda 2000], the objects’ shape is preserved and in [Praun et al. 1999], the objects’ connectivity is preserved. Other methods for watermarking vector maps can be found in [Gou and Wu 2004], [Voigt and Busch 2002], [Voigt et al. 2004] and [Sonnet et al. 2003].
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In this paper, we provide a new method for watermarking vector maps (Raster Watermarks in Vector Maps, or simply RAWVec), as proposed in [Marques 2005]. The main feature of our method is that the watermark is represented by a raster image, rather than a binary sequence. Therefore, the watermark verification can be performed by human eye (besides a traditional probabilistic algorithm), which increases the effectiveness of our method.

This paper is organized as follows: in Section 2 we describe the embedding and detection algorithms; in Section 3 we analyze the method and discuss its robustness against several attacks. Finally, in Section 4, we present the conclusions and discuss future work.

2. Algorithm Description

In this Section we describe the RAWVec (Raster Watermarks in Vector Maps) method. The watermark used in this method is a raster image: a bitmap image represented by a bi-dimensional matrix whose elements store the color information or intensity for each pixel.

The embedding algorithm marks the vector map with the raster image by shifting the geometric structures’ coordinates. The detection algorithm uses the original vector map to extract a raster image that should be compared with the original one. Both algorithms use, besides the raster image $R$ and the original vector map $M$, a constant $C$ and two functions $w()$ and $v()$ described below.

The function $w : A_{n \times n} \rightarrow A_{n \times n}$ modifies a matrix $A$ by shifting its elements as follows: Let $A$ be a square matrix of order $n$; then $B = w(A)$, with $b_{ij} = a_{uv}$, where $u = n - i + 1$ and $v = n - j + 1$.

Note that $w(w(A)) = A$. Figure 1 shows an example of the application of function $w$.

$$A = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 5 & 6 & 7 & 8 \\ 9 & 10 & 11 & 12 \\ 13 & 14 & 15 & 16 \end{pmatrix} \Rightarrow w(A) = \begin{pmatrix} 16 & 15 & 14 & 13 \\ 12 & 11 & 10 & 9 \\ 8 & 7 & 6 & 5 \\ 4 & 3 & 2 & 1 \end{pmatrix}$$

**Figure 1. An example of function $w(A)$**

Function $v$ calculates the point representation $P$ from a vector map $M$. Vector maps are formed by geometric structures and based on these structures’ points it is possible to create the point representation $P = v(M)$. Thus, each structure is decomposed into points which are stored according to their type:

- Punctual objects: Structures described by points, like symbols and text. The coordinates of each point are stored.
- Linear objects: Structures described by points’ sequences, like lines and polygons. The coordinates of each point in the sequence are stored.
- Parameterized objects: Structures described by parameters, like circles and ellipses. The object can be segmented in a few points, and these are stored; or the main points can be stored. If the object is a circle, for example, we can store a few points of the circle, or only the center.
A point must not be stored more than once, even if it belongs to more than one object. Furthermore, each coordinate must have a reference to its original objects, making it possible to rebuild all the structures. An example of the application of function \( v \) is shown in Figure 2.

![Diagram showing the application of function \( v \)](image.png)

**Figure 2. An example of the application of the function \( v \)**

### 2.1. Watermark Embedding

Algorithm 1 below embeds a raster image \( R \) in the vector map \( M \) producing the marked vector map \( M' \). It used a constant \( C \), a positive real constant that controls the maximum shifting of a pixel, so it will stand below the maximum tolerable error of the vector map. We discuss more about this on Section 3.1. The four basic steps of this algorithm, as seen in Figure 3, are:

**Algorithm 1 Watermark Embedding**

**INPUT**: raster image \( R \), vector map \( M \) and constant \( C \).

**OUTPUT**: marked vector map \( M' \).

1. Calculate the point representation \( P \leftarrow v(M) \) of vector map \( M \).
2. Obtain matrices \( A_x \) and \( A_y \) from point representation \( v(M) \).
3. Resize raster image \( R \), creating the new raster image \( E \).
4. Calculate \( B_x \leftarrow CE + A_x \); \( B_y \leftarrow Cw(E) + A_y \), for \( C \) a real constant.
5. Build the marked vector map using matrices \( B_x \) and \( B_y \).

Steps 1 and 2 build two square matrices – \( A_x \) for the \( x \) coordinate and \( A_y \) for the \( y \) coordinates – of point representation \( P = v(M) \). Let \( t \) be the number of points stored in \( P \), \( n \) be the order of the matrices and \( p_i = (x_i, y_i) \) be the points stored in \( P \). Then
Figure 3. Watermark Embedding Algorithm Diagram

\[ n = \sqrt{t}, \]  
\[ (A_x)_{ij} = x_{n(i-1)+j} \quad \text{and} \quad (A_y)_{ij} = y_{n(i-1)+j} \]

After obtaining matrices \( A_x \) and \( A_y \) from vector map \( M \), we must resize the raster image \( R \), creating a new raster image \( E \) that has \( n \times n \) pixels, as illustrated in Figure 4.

Figure 4. Resizing a raster image \( R \), creating a new raster image \( E \)

Now that matrices \( A_x \) and \( A_y \) and the new raster image \( E \) have been calculated, we are able to embed the watermark, calculating \( B_x \) and \( B_y \) using the equations (3) and (4), respectively:

\[ B_x = CE + A_x, \]  
\[ B_y = CE + A_y. \]
Finally, the marked vector map $M'$ is built using matrices $B_x$ and $B_y$.

2.2. Watermark Detection

The detection algorithm consists in the extraction of the watermark and its comparison with the original one. It uses the original vector map $M$, the constant $C$ and the original watermark $R$ to extract the watermark $S$ from the target vector map $N$, the one that is going to be tested. The basic steps are represented in Figure 5 and are described below as Algorithm 2.

Algorithm 2 Watermark detection

**INPUT:** raster image $R$, vector map $M$, constant $C$ and the vector map to be tested $N$.

**OUTPUT:** watermark $S$.

1. Embed the watermark $R$ on the vector map $M$ by using the algorithm described in Section 2.1, returning the marked vector map $M'$.
2. Calculate the point representation $P \leftarrow v(M')$ of map $M'$ and the point representation $Q \leftarrow v(N)$ of target map $N$.
3. Compare the point representations $P$ and $Q$ using Point Pattern Matching (Section 2.2.1), returning the point lists $L_p$, $L_q$ and a transformation $T$, where $M' = T(N)$.
4. Build matrices $A_x$ and $A_y$ from $M$, and $B_x$ and $B_y$ from $T(N)$.
5. Calculate $D_x \leftarrow \frac{B_x - A_x}{C^2}$; $D_y \leftarrow \frac{w(B_y) - w(A_y)}{C}$.
6. Calculate $D \leftarrow \frac{D_x + D_y}{2}$.
7. Resize the watermark $D$ to its original size, returning the watermark $S$.

Most attacks consist in transformations on the marked vector map $M'$, producing a vector map $N$ which may not produce the original watermark. Therefore, it is important to find the transformation $T$ used in the attack and remove it from the vector map $N$. The Point Pattern Matching Algorithm finds relations between the points in two vector maps, looking for transformations $T$ that may have been made in one of them.

The first step of the detection algorithm is to embed the watermark $R$ on the vector map $M$, resulting on the marked map $M'$. This marked vector map must be compared with the vector map $N$ to be tested, using the Point Pattern Matching Algorithm. The point representations from both maps are calculated: $v(M') = P$ and $v(N) = Q$, as described in Section 2 and the Point Pattern Matching Algorithm is used to find relations between them. This step is described in Section 2.2.1 and returns two points representations $L_p$ and $L_q$ from vector maps $M'$ and $N$, respectively, and the transformation $T$ which takes $M'$ to $N$. Thus $M' = T(N)$.

Now we are able to build four matrices $A_x$ and $A_y$ from $v(M)$ and $B_x$ and $B_y$ from $v(T(N))$. Matrices $A_x$ and $A_y$ represent the original vector map and matrices $B_x$ and $B_y$ represent the vector map $T(N)$ that may be $M'$. So, we must calculate the watermark in vector map $T(N)$ and compare it with the original one. The watermark $D$ is calculated using the four matrices $A_x$, $A_y$, $B_x$ and $B_y$, the constant $C$ and the function $w$: $B_y = C w(E) + A_y$. (4)
\[ D = \frac{D_x + D_y}{2}, \tag{5} \]

where
\[ D_x = \frac{B_x - A_x}{C} \quad \text{and} \quad D_y = \frac{w(B_y) - w(A_y)}{C}. \tag{6} \]

Finally, the watermark \( D \), with size \( n \times n \), must be resized to its original size – the size of watermark \( R \) – producing watermark \( S \). Watermarks \( S \) and \( R \) must be compared using a probabilistic algorithm and the human eye. According to this comparison we can conclude whether or not the vector map \( N \) was marked.

### 2.2.1. Point Pattern Matching

The \( i \)th point in \( v(M) \) matches the \( i \)th point in \( Q = v(M') \). Therefore, if the vector map \( N \) is in fact the vector map \( M' \), then the \( i \)th point in \( P = v(N) \) must match the \( i \)th point in \( P = v(N) \). However, the vector map \( N \) may be obtained from a transformation \( T \) in \( M' \) and the relation between the points may not be so simple. The Point Pattern Matching Algorithm finds this relation between points and returns the transformation \( T \) that may have been used in \( M' \) to produce \( N \). In this paper we use the Point Pattern Matching Algorithm [van Wamelen et al. 1999] described in Algorithm 3.

The Point Pattern Matching Algorithm finds a transformation that produces \((q, b)\) from \((p, a)\), tests it in a set of points and finally checks it with all the points. Therefore,
Algorithm 3 Point Pattern Matching

**INPUT:** point representations \( P = v(N) \) and \( Q = v(M') \).

**OUTPUT:** transformation \( T \) and two points representations \( L_p \) and \( L_q \).

1. Obtains the \( k \) nearest neighbors (KNN) for each point in \( P \) and \( Q \) using a Delaunay Tree, as described in [Boissonnat and Teillaud 1993]
2. \( \text{global} \leftarrow \text{false} \);
3. \( \text{while} \ \text{global} = \text{false} \)
   3.1 \( \text{for} \) each point \( p \in P \)
      3.1.1 Obtain the nearest point \( q \in Q \)
      3.1.2 Find \((a_f, b_f)\), the furthest of the KNN, with \( a_f \in \text{KNN}(p) \) and \( b_f \in \text{KNN}(q) \)
      3.1.3 Calculate the local transformation \( T \) that, used on \((p, a_f)\) produces \((q, b_f)\)
      3.1.4 \( \text{if} \ T(p, a) = (q, b) \) for at least \( \rho k \) pairs \((a, b)\) \( \text{then} \)
         3.1.4.1 \( \text{if} \ T \) is a global transformation \( \text{then} \)
             3.1.4.1.1 \( \text{global} \leftarrow \text{true} \);
             3.1.4.1.2 return \((T)\);

![Figure 6. Point Pattern Matching Example](image)

The nearest neighbors (KNN) for each point in \( P \) and \( Q \) must be obtained, using a Delaunay Tree, as described in [Boissonnat and Teillaud 1993]. Moreover, we need to find the nearest point \( p \in P \) for each point \( q \in Q \) and the furthest neighbors \( a \) and \( b \), respectively, for both points, \( p \) and \( q \).

The next step is to find the local transformation \( T \) that when applied to \( a \) produces \( b \) and when applied to \( p \) produces \( q \), that is \( T(a) = b \) and \( T(p) = q \), with:

\[
T = \begin{pmatrix} t_x \\ t_y \end{pmatrix} + s \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix},
\]

where

\[
s = \frac{|\vec{qb}|}{|\vec{pa}|},
\]

\[
\theta = \text{angle between } \vec{pa} \text{ and } \vec{qb},
\]

and

\[
t_x = q_x - p_x s \cos \theta + p_y s \sin \theta \quad \text{and} \quad t_y = q_y - p_x s \sin \theta - p_y s \cos \theta
\]
Then this transformation must be checked to see if it produces a subset of KNN\((q)\), if used in a subset of KNN\((p)\) with at least \(\rho k\) points. These two subsets are two points representations called \(L_a\) and \(L_b\).

Now, we must check whether the local transformation \(T\) is a global transformation, by calculating the transformation \(T'\) and applying it on every point \(q \in Q\). If \(T'(q)\) produces a point \(p \in P\), then \(p\) and \(q\) must be included in two point lists \(L_p\) and \(L_q\), respectively.

\[
T' = \begin{pmatrix}
    t_x \\
    t_y \\
    s \cos \theta \\
    s \sin \theta
\end{pmatrix}
= \frac{1}{\mu_d}
\begin{pmatrix}
    \mu_a & 0 & -\mu_{ax} & \mu_{ay} \\
    0 & \mu_a & -\mu_{ay} & \mu_{ay} \\
    -\mu_{ax} & -\mu_{ay} & l & 0 \\
    \mu_{ay} & -\mu_{ax} & 0 & l
\end{pmatrix}
\begin{pmatrix}
    \mu_{bx} \\
    \mu_{by} \\
    \mu_{a+b} \\
    \mu_{a-b}
\end{pmatrix},
\]

(11)

where

\[
\mu_{ax} = \sum_{i=1}^{l} L_{ax_i} \quad \text{and} \quad \mu_{ay} = \sum_{i=1}^{l} L_{ay_i},
\]

(12)

\[
\mu_{bx} = \sum_{i=1}^{l} L_{bx_i} \quad \text{and} \quad \mu_{by} = \sum_{i=1}^{l} L_{by_i},
\]

(13)

\[
\mu_{a+b} = \sum_{i=1}^{l} L_{ax_i} L_{bx_i} + L_{ay_i} L_{by_i},
\]

(14)

\[
\mu_{a-b} = \sum_{i=1}^{l} L_{ax_i} L_{by_i} - L_{ay_i} L_{bx_i},
\]

(15)

\[
\mu_a = \sum_{i=1}^{l} L_{ax_i}^2 L_{ay_i},
\]

(16)

and

\[
\mu_d = l \mu_a - \mu_{ax}^2 - \mu_{ay}^2.
\]

(17)

If \(L_p\) and \(L_q\) have at least \(\rho t\) points (with \(t\) being the size of \(P\) and \(Q\)) the transformation \(T\) is global; if not, another pair \((p, q)\) and another transformation \(T\) must be found. If all points in \(P\) and \(Q\) were used and no global transformation was found, then \(N\) was not produced from \(M'\) and, therefore, it is not marked.

3. Experiments and Results

3.1. Algorithm Analysis

Let \(t\) be the number of points on the original vector map; then, the RAWVec method has complexity \(O(t)\) for the embedding algorithm and \(O(t \log t)\) for the detection algorithm. This is because each operation of the embedding and detection algorithms, except for Point Pattern Matching, has complexity \(O(t)\). On the other hand, Point Pattern Matching has complexity \(O(t \log t)\), as proved in [van Wamelen et al. 1999].
Let \( C \) be a constant and \( I_{\text{max}} \) and \( I_{\text{min}} \) be the maximum and minimum intensities of pixels in the raster image. Then the maximum shifting of a pixel is \( \pm CI\sqrt{2} \), with \( I = I_{\text{max}} - \frac{I_{\text{min}} + I_{\text{max}}}{2} \), as seen in Figure 7. Therefore, it is possible to control the shifting of each point using the constant \( C \) and the intensity of each pixel on the raster image, but it is important to normalize the raster image, changing the intensity of each pixel \( r \):

\[
I_{r_{\text{new}}} = I_{r_{\text{old}}} - \frac{I_{\text{min}} + I_{\text{max}}}{2}.
\] (18)

![Figure 7. Maximum shifting of a pixel](image)

The comparison between the original watermark \( R \) and the extracted watermark \( S \) uses two coefficients: \( r \), the Pearson correlation coefficient and \( h \), the quality coefficient. The quality coefficient \( h \) is based on human observation. It can vary from 0 to 5 and it represents the answer from 5 people to the question “Do you think that the image \( D \) after some modifications?” Each positive answer represents 1 and each negative answer represents 0, and \( h \) is the sum of the answers. The Pearson correlation coefficient \( r \) is based on the pixels intensities and it is calculated as follows:

Let \( I_{\text{mR}} \) and \( I_{\text{mS}} \) be the average intensity of images \( R \) and \( S \), respectively, and \( I_{r_{ij}} \) and \( I_{s_{ij}} \) be the intensity of pixels \( r_{ij} \in R \) and \( s_{ij} \in S \), respectively. Then

\[
r = \frac{\sum_i \sum_j (I_{r_{ij}} - I_{\text{mR}})(I_{s_{ij}} - I_{\text{mS}})}{\sqrt{\left(\sum_i \sum_j (I_{r_{ij}} - I_{\text{mR}})^2\right)\left(\sum_i \sum_j (I_{s_{ij}} - I_{\text{mS}})^2\right)}}.
\] (19)

### 3.2. Attacks

Attacks against a watermark consist in changing the marked vector map, making it difficult for the watermark to be recognized. The most common attacks that can be used against a watermark are:

- **Transformation**: Translation, rotation and downscaling are similarity transformations that can be used on the marked vector map and that affect the watermark. They are simple transformations and can be removed using **Point Pattern Matching**. However, downscaling transformations can affect the watermark even if removed, due to lack of precision. Datum and projection changes are more complex transformations that can also be used to affect the watermark. **Point Pattern Matching** does not detect them and the RAWVec Algorithm is not resilient to this kind of attack.
• Cropping: The marked vector map can be cropped or some objects can be deleted. *Point Pattern Matching* can handle cropping because it ignores points and objects from the original vector map that do not have a match in the marked vector map. However, if the cropping is too intense, the watermark can be more affected because each lost point implies in a "hole" in the extracted watermark. If the raster image is smaller than the vector map, copies of it will be used as watermark (Figure 4), and information lost in one copy can be found in another one, making it possible to rebuild and recognize the image.

• Object insertion: *Point Pattern Matching* can also handle object insertion, because it ignores points in the marked vector map that do not have a match in the original vector map. Therefore, the watermark will not be affected by this kind of attack.

• Object order scrambling: *Point Pattern Matching* Algorithm is capable of matching the right objects from the two vector maps (the original and the marked one) even if they differ on the order they appear in the maps.

• Addition of random noise: This attack can be done by adding random numbers to each coordinate of the vector map, and its amplitude is the maximum number added. If the amplitude is above the maximum tolerable error, the vector map will be modified and become useless.

• File format change: There are several commercial file formats and it may be useful to convert one into another. In some cases, the conversion can modify too much the vector map, making it useless. Usually, objects are deleted, inserted or its order is scrambled in the conversion. *Point Pattern Matching* can handle this problem, because it finds the matching between the objects in the two vector maps, ignoring points with no match.

Several tests using these attacks were made. Here we present only some of them (more can be found on [Marques 2005]). Figure 8 shows a simple test, in which there are no attacks; Figure 9 shows a test with a combined attack, in which the vector map is downscaled to one-tenth of its original size, rotated $232^\circ$, translated and finally cropped to half; and Figures 10 and 11 show tests with a cropping attack. Specifically, Figure 10 shows the extracted watermarks for different cropping attacks, and Figure 11 shows the attacked vector map for the particular case in which 90% of the points were removed. Note that, for the cropping attack, the watermark detection failed only when the vector map was clearly changed and became useless.

4. Conclusions and Future Work

In this paper, a new method for watermarking vector map (RAWVec) is presented. This method embeds a raster image in the vector map as the watermark and shifts the map’s objects’ coordinates. The detection algorithm extracts a watermark from a vector map using the original vector map. The extracted watermark is compared with the original one both algorithmically and using the human eye, increasing its effectiveness. Attacks can alter or delete pixels from the watermark, but the human eye can easily recognize the image. The RAWVec method is robust against several attacks including cropping, addition of random noise, object order scrambling and similarity transformation.

Future works include improving the RAWVec method by making it public, that is, the original vector map would not be necessary on the detection algorithm. Therefore, the use of the *Point Pattern Matching* Algorithm would be avoided, which may improve the
efficiency of the method. On the other hand, the detection algorithm would be simpler, which may facilitate the watermark extraction and, therefore, decrease its effectiveness.
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<table>
<thead>
<tr>
<th>removed points</th>
<th>extracted watermark</th>
<th>r</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 %</td>
<td><img src="image" alt="Image" /></td>
<td>1.000</td>
<td>5</td>
</tr>
<tr>
<td>40 %</td>
<td><img src="image" alt="Image" /></td>
<td>0.999</td>
<td>5</td>
</tr>
<tr>
<td>60 %</td>
<td><img src="image" alt="Image" /></td>
<td>0.978</td>
<td>5</td>
</tr>
<tr>
<td>80 %</td>
<td><img src="image" alt="Image" /></td>
<td>0.893</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 10. Results for several cropping attacks

<table>
<thead>
<tr>
<th>removed points</th>
<th>extracted watermark</th>
<th>r</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>85 %</td>
<td><img src="image" alt="Image" /></td>
<td>0.808</td>
<td>5</td>
</tr>
<tr>
<td>90 %</td>
<td><img src="image" alt="Image" /></td>
<td>0.709</td>
<td>4</td>
</tr>
<tr>
<td>95 %</td>
<td><img src="image" alt="Image" /></td>
<td>0.561</td>
<td>2</td>
</tr>
<tr>
<td>98 %</td>
<td><img src="image" alt="Image" /></td>
<td>0.280</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 11. The vector map after a 90\% cropping attack


