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Abstract. Feature-oriented programming (FOP) is a programming technique based on composition mechanisms, called refinements. It is often assumed that the use of feature-oriented programming is better than other variability mechanisms for implementing Software Product Lines (SPLs). However, there is no empirical evidence to support this claim. In fact, recent research work found out that some composition mechanisms may degenerate the SPL modularity and stability. However, there is no study investigating these properties focusing on the FOP composition mechanisms. This paper presents quantitative and qualitative analysis of how feature modularity and change propagation behave in the context of an evolving SPL. The quantitative data is collected from an SPL developed using three different variability mechanisms: FOP refinements, conditional compilation, and object-oriented design patterns. Our results suggest that FOP requires fewer changes in source code, yet a higher number of added modules, than the other techniques. It provides better support for non-intrusive insertions. Therefore, it adheres closer to the Open-Closed principle. Additionally, FOP seems to be more effective tackling modularity degeneration, by avoiding feature tangling and scattering in source code, than conditional compilation and design patterns.
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1 Introduction

Software Product Lines (SPLs) [9] are known to enable large scale reuse across applications that share a similar domain. The potential benefits of SPLs are achieved through a software architecture designed to foster reuse of mandatory and optional features in several SPL products. Optional features define points of variability and their role is to permit the instantiation of different products by enabling or disabling specific SPL features.

As in any software life cycle, changes are expected and must be accommodated [18]. When it comes to SPLs, these changes are even more frequent, since it is expected that a software product line evolves to attend new stakeholder requests [9].
Variability mechanisms are very important when considering SPL in permanent evolution. To be considered effective, they must guarantee the architecture stability and, at the same time, facilitate future changes. In order to ensure these requirements, the variability mechanisms should not degenerate modularity and should minimize changes. This can be reached through non-intrusive and self-contained changes that favor insertions and do not require deep modifications in existent components. The inefficacy of variability mechanisms to accommodate changes might lead to several undesirable consequences related to the product line stability, including invasive wide changes, significant ripple effects, artificial dependences between core and optional features, and unplugability of the optional code [20].

Our work targets to find out how variability mechanisms behave and how close they adhere to specific change scenarios in SPL evolution.

In this context, this paper presents a case study that evaluates comparatively three mechanisms for implementing variability on evolving product lines: conditional compilation (CC), object-oriented design patterns (DP) and feature-oriented programming (FOP). Our investigation focused on the evolution of five versions of a software product line (Section 3), called WebStore.

In Section 2, the implementation mechanisms used in the case study are presented. Section 3 presents the study setting, including the target SPL and the change scenarios. Section 4 analyzes changes which propagate through releases. In Section 5, the modularity of WebStore SPL is discussed. Section 6 presents some related work and study constraints. Finally, Section 7 concludes this paper.

2 Variability Mechanisms for Software Product Lines

This section presents some concepts about the three techniques evaluated in the study: conditional compilation (CC), object-oriented design patterns (DP) and feature-oriented programming (FOP). Our main goal is to evaluate the composition mechanisms available in FOP using the other two variability techniques as baseline. We choose conditional compilation and design patterns because these are the state-of-the-practice options adopted in SPL industry [2, 21].

2.1 Conditional Compilation

The CC approach used in this work is a well-known technique for handling software variability [1, 2]. It has been used in programming languages like C for decades and it is also available in object-oriented languages such as C++ [19]. Basically, the preprocessor directives indicate pieces of code that should be compiled or not based on the value of preprocessor variables. The pieces of code can be marked at granularity of a single line of code or to a whole file.

The code snippet in Listing 1 shows the use of conditional compilation mechanism by inserting the pre-processing directives. In this example, there are some directives that characterize the CC way of handling variability. A directive `// #if defined(Paypal)` in line 5 indicates the beginning of code belonging to Paypal feature. The `#endif` directive in line 9 determines the end of code associated to this feature. The identifier "Paypal" used in the construction of these directives is
associated with a boolean value defined in a configuration file. This value indicates the presence of the feature in the product, and consequently, the inclusion of the bounded piece of code in the compiled product.

```
private ControllerAction selectPaymentMethod(...) {
  if (paymentType.equals("Default")) {
    paymentAction = new GoToAction("payment.jsp");
  }

  //if defined(Paypal)
  if (paymentType.equals("Paypal")) {
    paymentAction = new GoToAction("paypal.jsp");
  }

  return paymentAction;
}
```

Listing 1. Example of variability management with conditional compilation.

### 2.2 Object-Oriented Design Patterns

Object-oriented design patterns became widely used with the Gang of Four book [15]. Design patterns rely on object-oriented mechanisms, such as dynamic binding and polymorphism [8]. The example in Listings 2, 3 and 4 shows a class implemented using the Decorator design pattern. The purpose of this decoration is to add a behavior in a pluggable way.

Both classes presented in Listings 2 and 3 implement the IDecorator interface which contains the “init” method declaration. Line 5 in Listing 4 presents the method “init” that decorates the “init” method of a concrete component (Listing 2). The decoration is supported by dynamic binding mechanism and the target class will contain both actions: “goToHome” and “goToPaypal”.

```
public class ControllerMapper implements IDecorator {
  protected Map actions = new HashMap();

  public ControllerMapper() {
    init();
  }

  public void addAction(String an, ControllerAction ca) {
    actions.put(an, ca);
  }

  public void init() {
    addAction("goToHome", new GoToAction("home.jsp"));
  }

  public ControllerAction getAction(String an) {
    return actions.containsKey(an) ? actions.get(an) : null;
  }
}
```

Listing 2. Example of variability mechanism with Decorator Pattern (Concrete Component)
abstract class ControllerDecorator implements IDecorator {
  protected IDecorator mapper;
  protected Map controllerMap = new HashMap();

  public ControllerDecorator(IDecorator m) {
    this.mapper = m;
    init();
  }

  public abstract void init();

  public void addAction(String an, ControllerAction ca) {
    controllerMap.put(an, ca);
  }

  public ControllerAction getAction(String an) {
    return controllerMap.containsKey(an) ?
      controllerMap.get(an) : mapper.getAction(an);
  }
}

public class PaypalControllerDecorator extends ControllerDecorator {
  public PaypalControllerDecorator (IDecorator m) {
    super(m);
  }
  public void init() {
    addAction("goToPaypal", new GoToAction("paypal.jsp"));
  }
}

Feature-Oriented Programming

Feature oriented programming (FOP) [24] is a paradigm for modularizing software, considering features as a major element. AHEAD is an approach to support FOP based on step-wise refinements [6, 7]. The main idea behind AHEAD is that programs are constants and features are added to programs using refinement functions. The code snippets in Listings 5 and 6 show examples of a class and a class refinement piece of code used to implement variation points.

public class ProcessCheckoutFormAction {
  private ControllerAction selectPayment ...) {
    if (paymentType.equals("Default")) {
      paymentAction = new GoToAction("payment.jsp");
    } return paymentAction;
  }
}

Listing 5. Example of variability mechanism with FOP (base class)
1  layer paypal;
2  refines class ProcessCheckoutFormAction {
3    private ControllerAction selectPayment(...) {
4      Super(ControllerAction, String).selectPayment(...);
5      if (paymentType.equals("Paypal")) {
6        paymentAction = new GoToAction("paypal.jsp");
7      }
8    }
9  }

Listing 6. Example of variability mechanism with FOP (class refinement)

The example in Listing 5 shows an ordinary base class and Listing 6 presents the FOP class refinement. In line 1 of Listing 6 there is a clause that indicates the layer that encompasses the class refinements. The “paypal” identifier is used to compose the layers according to some pre-established order in the SPL configuration script. In general, the composition process of FOP is similar to the behavior of a pipeline. A base class is refined by one or more refinements in a certain order and the result is a class containing the source code of the base class and all refinement classes from other features included.

3  Steps and Study Settings

This study was divided in four phases: (1) design and implementation of SPL and change scenarios using the three techniques, (2) feature source code shadowing, (3) metrics calculation and (4) qualitative and quantitative analysis of the results. In the first phase, two graduate students implemented the WebStore SPL using three variability mechanisms and the changes to evolve it. All code was marked according to each feature in the second phase. This step was done so that the developers of a version do not mark their own produced code. In the third phase, we collected changes propagation and the modularity metrics. Finally, the metrics were analyzed in the fourth phase. Section 3.1 presents the analyzed SLP and Section 3.2 discusses its change scenarios.

3.1  The Evolved WebStore SPL

The target SPL was developed to represent major features of an interactive web store. It was designed for academic purpose, but focusing on the key features available in real web store systems. We have also designed representative changes scenarios (similar in all studied implementations) that could exercise its evolution.

WebStore is an SPL for applications that manage products and their categories, show products catalog and control payments. Table 1 provides some measures about the average size of the SPL implementations in terms of number of components and number of lines of source code (LOC). Classes, interfaces and class refinements were counted as components. The average number of components varies from 25 (CC) to
50 (FOP). Although FOP requires more components to implement WebStore, the DP-based solution uses about 20% more lines of code than the other implementation options.

Table 1. WebStore SPL implementations

<table>
<thead>
<tr>
<th></th>
<th>CC</th>
<th>FOP</th>
<th>DP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Components (avg)</td>
<td>25</td>
<td>50</td>
<td>45</td>
</tr>
<tr>
<td>LOC (aprox.)</td>
<td>1150</td>
<td>1250</td>
<td>1400</td>
</tr>
</tbody>
</table>

Figure 1 presents a simplified view of the WebStore SPL feature model. Examples of core features are CategoryManagement and ProductManagement. In addition, some optional features are DisplayByCategory and BankSlip. We use numbers in the top right-hand corner of a feature in Figure 1 to indicate in which release the feature was included (see Table 2).

The WebStore versions are very similar from the design point-of-view, even though they are implemented using three distinct variability mechanisms. All versions were developed from the same release R1, which contains the core of target SPL. All subsequent releases were designed to incorporate the required changes.

The version that uses FOP was developed trying to maximize the decomposition of the product features. This explains why release R1 that uses FOP contains more artifacts than release R1 that uses other variability mechanisms (Figure 3). All changes were incorporated in the form of new class/class refinement insertions and changes in existing classes.

In CC versions, the changes were incorporated in the form of new class insertions and changes in existing classes. Only optional features code was marked and these marks were made through #ifdef and #ifndef directives (Section 2.1).

The WebStore version that uses object-oriented design patterns was implemented mainly based on two design patterns: Decorator and Abstract Factory [15]. Their roles are to mimic FOP mechanisms, such as easy feature code additions and different product instantiations.
3.2 Change Scenarios

As aforementioned, in the first phase of our investigation we designed and implemented a set of change scenarios. A total of four change scenarios were incorporated into WebStore, which led to five releases. Table 2 summarizes changes made in each release. The scenarios comprised different types of changes involving mandatory and optional features. Table 2 also presents which types of change each release encompassed. The purpose of these changes is to exercise the implementation of the feature boundaries and, so, to assess the design stability of the product line.

Table 2. Summary of scenarios in WebStore

<table>
<thead>
<tr>
<th>Release</th>
<th>Description</th>
<th>Type of Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>WebStore core</td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>Two types of payment included (Paypal and BankSlip)</td>
<td>Inclusion of optional feature</td>
</tr>
<tr>
<td>R3</td>
<td>New feature included to manage category</td>
<td>Inclusion of optional feature</td>
</tr>
<tr>
<td>R4</td>
<td>The management of category was changed to mandatory feature and new feature included to display products by category</td>
<td>Changing optional feature to mandatory and inclusion of optional feature</td>
</tr>
<tr>
<td>R5</td>
<td>New feature included to display products by nearest day of inclusion</td>
<td>Inclusion of optional feature</td>
</tr>
</tbody>
</table>

4 Change Propagation Analysis

This section presents a quantitative analysis of how different variability mechanisms affect changes in software product line evolution. The quantitative analysis uses traditional measures of change impact [17, 26], considering different levels of granularity: components, methods, and lines of source code (Table 3). The lower the change impact measures the more stable the variability mechanisms of a solution are.

When analyzing changes impact measures, we noticed that the FOP implementation requires fewer modifications to components than the other solutions in all versions (Figure 2). The same behavior was also observed when methods were analyzed. During the entire evolution (release R1 excluded) of the target SPL using FOP mechanisms, just two components were modified and sixteen components added (in the majority through class refinements) as observed in Figures 2 and 3. This indicates that the FOP solution conforms more closely to the Open-Closed principle [21] which states that “software should be open for extension, but closed for modification”.

Another point to be considered is the pattern established when additions are compared to modifications (Figures 2 and 3). The solution that uses Conditional Compilation mechanisms has fewer cases of additions of components and methods, but it is the one that requires more modifications over all releases. Excluding release R1 and taking the four subsequent change scenarios of the CC solution into account, 14 components were modified and just three components added. That is, unlike FOP, the CC implementation does not adhere to the Open-Closed principle at all. The variability solution implemented by DP sits between FOP and CC with respect to how close it adhere the Open-Closed principle. In fact, the DP implementation presents the
worst results considering both the number of modifications and the number of additions to evolve the target SPL.

Besides requiring many components to be added and modified, both DP and CC solutions also need a large amount of methods additions as presented in Table 3. This behavior can be justified by the rigid structure these variability mechanisms impose. This structure consists primarily of classes that implement the Abstract Factory and Decorator design patterns. These patterns aim at guaranteeing different product instantiations and inserting new behavior (feature) to a class in a less intrusive way.

Table 3. Measures of change propagation in WebStore

<table>
<thead>
<tr>
<th>Components</th>
<th>Releases</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R.2</td>
</tr>
<tr>
<td>Added</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
<tr>
<td>Removed</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
<tr>
<td>Changed</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
<tr>
<td>Methods</td>
<td>Added</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
<tr>
<td>Removed</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
<tr>
<td>Changed</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
<tr>
<td>Lines of Code</td>
<td>Added</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
<tr>
<td>Removed</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
<tr>
<td>Changed</td>
<td>CC</td>
</tr>
<tr>
<td></td>
<td>FOP</td>
</tr>
<tr>
<td></td>
<td>DP</td>
</tr>
</tbody>
</table>
5 Modularity Analysis

This section presents and discusses the results for the analysis of the stability of the WebStore SPL throughout the implemented changes. To support our analysis, we used a suite of metrics for quantifying feature modularity [25]. This suite measures the degree to which a single feature of the system maps to: (i) components (i.e. classes and class refinements) – based on the metric Concern Diffusion over Components (CDC), (ii) operations (i.e. methods) – based on the metric Concern Diffusion over Operations (CDO), (iii) attributes – based on the metric Number Of Concern Attributes (NOCA) [14] and (iv) lines of code – based on the metrics Concern Diffusion over Lines of Code (CDLOC) and Number Of Lines of Concern Code (LOCC) [11]. We choose these metrics because they have been used and validated in several previous empirical studies [10, 12, 13, 25].

5.1 A Survey of Feature Modularity Metrics

The metrics presented in this section have a common characteristic that distinguishes them from traditional software metrics [13]. They capture information about the realization of features cutting across one or more components. They can be applied to any kind of software artifact in either object-oriented or feature-oriented programs. Although these metrics were originally proposed to quantify concern properties, the terms concern and feature are used without distinction in this study. Therefore, we use these metrics to quantify properties of features in the WebStore SPL.

Metrics for Feature Diffusion. Sant’Anna et al. [25] defined three metrics that quantify scattering and tangling of features across a set of components, operations, and lines of code. The metrics Concern Diffusion over Components (CDC) and Concern Diffusion over Operations (CDO) quantify the degree of feature scattering at different levels of granularity – i.e., components and operations, respectively. The former counts the number of classes and interfaces that contributes to the implementation of a feature. The latter counts the number of methods and constructors realizing a feature. In addition to these two measures, the authors defined Concern Diffusion over Lines of Code (CDLOC) that computes the degree of feature tangling. For instance, given a certain feature F, this metric counts the number of “switches” between F and lines of code realizing other features [25]. A switch occurs when a code block realizing F is followed by a code block realizing another feature, and vice-versa.

Other Metrics: Besides Sant’Anna, other authors defined additional metrics to quantify properties of features. For instance, Eaddy and his colleagues [11] proposed a metric called Lines of Concern Code (LOCC). LOCC counts the total number of lines of code that contribute to the implementation of a feature. Figueiredo et al. [14] defined a different metric called Number of Concern Attributes (NOCA). This metric counts the number of attributes realizing a feature in the software system. For all the employed metrics, a lower value implies a better result. Detailed discussions about the metrics appear elsewhere [11, 13, 14, 25].
5.2 Feature Modularity

This section presents and discusses the measurement results for the metrics presented in Section 5.1. We analyzed 11 features from WebStore which include 4 optional and 7 mandatory features. They were selected because optional features are the locus of variation in the SPLs and, therefore, they have to be well modularized. On the other hand, mandatory features need to be investigated in order to assess the impact of changes on the core SPL architecture. From the analysis of the measures, two interesting situations, discussed below, naturally emerged with respect to which type of modularization paradigm presents superior modularity and stability.

**FOP succeeds in features with no shared code.** This situation was observed with three optional features (Bankslip, Paypal, and DisplayWhatIsNew). For these features the FOP solution presents lower values and superior stability in terms of tangling (CDLOC) and scattering over components (CDC) (Figures 4 and 5). The effectiveness of FOP mechanisms to localize this kind of features is due to the ability to permit refinements of a base behavior to be composed in a plug-and-play fashion. This is done using insertions of small class refinements. Conditional compilation lacks this ability because it has a somewhat intrusive effect on the code, due to the need to add the `#ifdef/#endif` clauses located at places where features crosscut. The results of the other metrics (CDO, NOCA and LOCC) followed the same trend of the CDC metric.

The elimination of DP makes the SPL architecture unstable when optional features are turned mandatory. Another interesting situation that emerged in our analysis was the behavior of releases using the DP mechanisms on the transition from release 3 to release 4. For instance, while the FOP solution handles this particular situation without major issues, we observed the growth of the metrics in the DP
implementation when an optional feature was turned mandatory. This situation results in increased scattering and tangling of the feature as observed in Figures 4 and 5. This problem can be explained by the fact that the implementation of an optional feature requires a larger number of components compared to implement the same feature being mandatory. Therefore, developers have to carefully design a flexible core architecture to allow the inclusion of additional mandatory features. If the patterns used to implement optional features are removed when the features become mandatory, then the architecture may degenerate and becomes unstable.

Figure 5. CDLOC metric values through WebStore evolution

6 Related Work and Study Constraints

Recent research work has analyzed stability and reuse of SPLs [10, 12]. Figueiredo et al. [12] performed an empirical study to assess modularity, change propagation, and feature dependency of two evolving SPLs. Their study focused on aspect-oriented programming while we analyzed variability mechanisms available in feature-oriented programming in this study. Dantas and his colleagues [10] conducted an exploratory study to analyze the support of new modularization techniques to implement SPLs. However, their study aimed at comparing the advantage and drawbacks of different techniques in terms of stability and reuse. Although Dantas also used a FOP language, named CaesarJ [23], we focused on different goals and on a different language: AHEAD [6]. Other studies also analyzed the variability management of SPLs and benefits of using FOP in software reuse [5, 22].

Apel and Batory [3] have proposed the Aspectual Mixin Layers [4] approach to allow the integration between aspects and refinements. These authors have also used size metrics to quantify the number of components and lines of code in an SPL implementation. Their study, however, did not consider a significant suite of software metrics and did not address SPL evolution and stability. In other work Greenwood et al. [17] used similar suites of metrics to ours to assess the design stability of an
In this study, we analyzed and compare development of variability mechanisms to evolve SPLs, using FOP and two OO-based programming techniques. The evaluation was based on the modularity and stability metrics used to quantify cohesion, coupling, and other properties of features [16]. Due to the exploratory nature of our study, we understand that it has some constraints and the results may not repeat in other contexts. For instance, the WebStore SPL was built for academic purpose. Therefore, it is a small software application in terms of the number of features and lines of code compared to industry-strength SPLs. However, to minimize this issue, we carefully designed and implemented WebStore to incorporate characteristics and changes similar to what is present in practice.

Of course, not all kinds of changes have been incorporated during the SPL evolution. Aware of this, we intend to perform a follow up of this study considering another SPL (larger and with more features). The use of AHEAD could also be pointed out as a constraint in our comparative study, since it is not the only existing FOP language. We chose AHEAD because it is stable and is also an important representative FOP language [6, 7]. Finally, our study contributes to build up a body of knowledge that allows the comparison of AHEAD and other FOP or non-FOP languages.

7 Conclusion

The use of variability mechanisms to develop SPLs largely depends on our ability to empirically understand its positive and negative effects through design changes. Generally speaking, the development of an SPL has to provide means to anticipate changes. That is why incremental development has been largely adopted. This study evolved an SPL in order to assess the capabilities of FOP mechanisms to provide SPL modularity and stability in the presence of change requests. Such evaluation included two complementary analysis: feature modularity and change propagation.

Some interesting results emerged from our analysis. First, the FOP design of the studied SPL tends to be more stable than the other traditional widely-used approaches. This advantage of FOP is particularly true when a change targets optional features (Section 5.1). Second, we observed that FOP class refinements adhere more closely the Open-Closed principle [21]. Furthermore, such mechanisms usually scale well for dependencies that do not involve shared code and facilitate multiple different product instantiations.

The results of Sections 4 and 5 indicate that conditional compilation (CC) may not be adequate when used in evolving SPLs when feature modularity is a major concern. For instance, the addition of new features using CC mechanisms usually causes the increase of feature tangling and scattering. These crosscutting features destabilize the SPL architecture and make it difficult to accommodate future changes.

The implementation that uses design patterns is the most rigid one to accommodate changes, and consequently, the one that requires more components insertions and modifications during the SPL evolution. As previously discussed (Section 5.1), the results also showed that the removal of some design patterns makes the SPL
architecture unstable when optional features are turned into mandatory. This kind of change negatively affects the SPL modularity properties (especially scattering).
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